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Summary:
· Skilled Big Data Engineer with 9 years of experience in designing, implementing, and optimizing large-scale data pipelines and cloud migrations. 
· Proficient in both AWS and Azure ecosystems, as well as a range of big data processing frameworks, with a strong focus on performance, scalability, and cost optimization.
· Proficient in AWS services (S3, EMR, Glue, Lambda, Redshift, Kinesis), big data processing frameworks (Spark, PySpark, Hadoop), and containerization tools (Kubernetes, Docker). 
· Experienced with Infrastructure as Code (Terraform), CI/CD pipelines, real-time data streaming, and orchestration tools like Airflow, Step Functions.
· Demonstrated expertise in managing relational and NoSQL databases, security policies (IAM, AWS Secrets Manager), and implementing event-driven architectures.
· 2+ years of experience specializing in designing, building, and deploying data solutions using Azure PaaS components such as Azure Data Factory, Databricks, Azure Data Lake Storage (ADLS), and Azure Stream Analytics.
· Migrated on-premise data from SQL Server to Azure Data Lake Store (ADLS) using Azure Data Factory (ADF) and Databricks, ensuring smooth and efficient data handling.
· Designed and deployed end-to-end data pipelines using ADLS Gen2, integrating structured and semi-structured data sources.
· Extensive experience in Apache Spark, performing actions and transformations on RDDs, DataFrames, and Datasets using Spark SQL and PySpark for large-scale data processing.
· Developed and maintained ETL pipelines using Azure Data Factory and Databricks, integrating data from data warehouses and marts into cloud-based structures.
· Performed data transformations, cleansing, aggregations, and enrichment activities using Python and SQL within Databricks.
· Worked with Azure Stream Analytics and Kafka to design and manage real-time data streaming solutions for efficient and scalable processing.
· Leveraged Jupyter Notebooks within Azure Databricks for advanced data processing, analysis, and visualization.
· Strong experience troubleshooting and optimizing spark applications.
· Good Experience working with spark on Kubernetes and dockers. 
· Worked on real time data integration using Kafka, Kinesis, Spark streaming.
· Hands on experience in installing, configuring and deploying Hadoop distributions in cloud environments. 
· Strong experience working with HDFS, MapReduce, Spark, AWS, Hive, Impala, Pig, Sqoop, Flume, Kafka, NIFI, Oozie, HBase, MSSQL and Oracle.
· Set up and managed EC2 servers to handle different workloads, making sure they run efficiently and don’t cost too much.
· Led the migration of Kafka streaming processes to AWS Kinesis, improving real-time data streaming performance and enhancing scalability across data pipelines.
· Integrated Apache Kafka with Spark Streaming in Databricks for real-time processing of telemetry data, performing data cleansing, transformation, and aggregation on streaming data.
· Tableau visualization experience for Data analytics and data visualization.
· Mastered in using different columnar file formats like Parquet and Orc formats.
· Good experience in optimizing Map-Reduce algorithms by using Combiners and Custom Practitioners.
· Hands on experience in NOSQL databases like HBase, Cassandra and MongoDB.
· Configured and implemented alerting and monitoring solutions using AWS CloudWatch to ensure real-time tracking and performance optimization of data pipelines.
· Provided 24/7 on-call support for production, strong team player, good analytical skills



Education: 
	
Bachelors in information technology from SIST University, Hyderabad, India. 2014


Technical Skills:

	Big Data Ecosystems
	Spark, AWS (S3, Redshift, Glue, Kinesis, Athena, Lambda), Azure (ADF, Synapse Analytics, Azure Databricks, ADLS), Apache Airflow, Kafka.

	Cloud Technologies
	AWS (S3, Redshift, Glue, Athena, Kinesis, Lambda, Step Functions, EC2, RDS), Azure (ADF, Synapse, Databricks, ADLS, Cosmos DB, Event Hubs, Logic Apps).

	ETL
	AWS Glue, Azure Data Factory, Talend.

	Scripting Languages
	Linux Shell, Python, Java Scripting.

	Programming Languages
	 Python, Scala, R, Java, SQL

	Databases
	Snowflake, PostgreSQL, Oracle, MSSQL, MySQL, Azure SQL, Presto, Athena, Cosmos etc.

	Tools
	IAM, Step Functions, Eclipse, IntelliJ, GIT, JIRA, MS Visual Studio, Tableau etc.




Professional Experience:

Client: AT&T, Bedminster, NJ.                                                                                    		Aug 2022 – Present  
Role: Big Data Engineer

Responsibilities:
· Designed, implemented, and executed a strategy to migrate to a public cloud or hybrid cloud environment that utilizes AWS
· Proficient in utilizing Apache Spark and Databricks for large-scale data processing and analytics.
· Extensive experience with AWS Athena and Presto for querying and analyzing data stored in Amazon S3.
· Skilled in designing and building scalable data pipelines using AWS Kinesis and Lambda for real-time data streaming and processing.
· Migrated current Kafka streaming processes to AWS kinesis. The streamed data is processed using Spark in Databricks, performing tasks like data cleansing, transformations, and aggregations.
· Utilized Avro as a serialization format for streaming telemetry data between AWS IoT and Amazon Kinesis Data Streams, ensuring efficient and standardized data transfer and Utilized Terraform for infrastructure as code management, ensuring consistent and scalable deployment of AWS resources.
· Implemented AWS Glue to orchestrate the movement and cleansing of maintenance data, preparing it for analysis and facilitating streamlined organization and processing of maintenance-related data for AT&T’s internal maintenance application.
· Integrated Apache Kafka with Spark Streaming in Databricks for real-time processing of telemetry data, performing data cleansing, transformation, and aggregation on streaming data.
· Utilized Kafka with Avro serialization format for telemetry data streaming, ensuring efficient data transfer between producers and consumers in AWS Kinesis.
· Streamlined Kafka data ingestion pipelines to deliver real-time telemetry data to Amazon S3, enabling downstream analytics and historical data processing.
· Configured AWS Glue and EMR to process and transform large-scale datasets, automating ETL workflows and securely loading processed data into Snowflake for advanced analytics and reporting.
· Configured IAM roles to manage permissions and access control for AWS Glue jobs.
· Configured and optimized AWS Glue ETL jobs to automate the extraction, transformation, and loading (ETL) of large-scale datasets.
· Implemented EMR security best practices including IAM roles, Kerberos authentication, and data encryption to ensure secure data processing and storage.
· Ensured data security and compliance by implementing fine-grained access control and role-based permissions in Snowflake to restrict access to sensitive fleet data and comply with regulatory requirements, utilizing DynamoDB as a NoSQL database for data validation, reporting, and leveraging Oracle database solutions for additional data validation and reporting functionalities.
· Created Lambda functions to load the data from S3 to RDS by enabling S3 events.
· Utilized Databricks for seamless integration with AWS S3, enabling efficient data processing directly from the data lake and providing scalable analytics capabilities for historical data analysis.
· Automated monitoring of ETL processes using AWS CloudWatch, improving error detection and pipeline uptime.
· Build/maintained documentation for data and reports, i.e., data dictionaries, business rules, report requirements, intake, etc.
Environment:  PySpark, SQL, Databricks, PostgreSQL, Terraform, AWS API gateway, AWS IOT, Parquet, Avro, Amazon kinesis, EC2, Athena, Amazon, EMR, AWS Glue, AWS Lambda, CloudWatch, Docker, Jenkin, DynamoDB, Python.


Client: GE Healthcare                                                          				             Mar 2021 - May 2022
Role: Data Engineer

Responsibilities:
· Designed scalable and efficient data infrastructure solutions on AWS using EMR, Redshift, DynamoDB, S3, RDS, EBS, and VPC.
· Implemented and optimized data processing pipelines using Spark to handle large volumes of data efficiently.
· Developed data ingestion processes using Sqoop, Kafka, and Informatica to ingest data from various sources into the data lake or data warehouse.
· Worked on real-time data streaming solutions using Kafka and Spark Streaming for processing and analyzing streaming data in near real-time.
· Optimized NoSQL databases like DynamoDB for storing and retrieving semi-structured and unstructured data efficiently.
· Built Kafka streaming applications to process high-throughput real-time healthcare data, enabling live monitoring and reporting with minimal latency.
· Used AWS Lambda for serverless data processing tasks, enabling event-driven architectures, and reducing operational overhead.
· Designed complex data workflows using AWS Step Functions to orchestrate ETL processes and automate data pipelines.
· Maintained data warehouses on both Redshift and Snowflake, ensuring optimized schema design and query performance tailored to each platform's architecture.
· Integrated Tableau, Athena tools with data sources to enable self-service analytics and reporting for business users.
· Leveraged Teradata utilities (BTEQ, FastLoad, MultiLoad) for large-scale data loads and transformations.
· Integrated Teradata with AWS S3 for data staging and Redshift for analytics, improving cross-platform data sharing.
· Implemented CI/CD pipelines using Jenkins to automate the deployment and testing of data engineering workflows and infrastructure changes.
· Configured IAM roles and policies to enforce fine-grained access control and ensure data security and compliance with regulatory standards.
· Monitored and optimized the performance of data processing workflows and infrastructure using AWS CloudWatch and AWS Lambda.
· Set up and managed EC2 servers to handle different workloads, making sure they run efficiently and don’t cost too much.
· Ensured data governance and security by implementing best practices for encryption and AWS Identity and Access Management (IAM).
· Documented architecture, design decisions, and implementation details of data solutions for reference and knowledge sharing within the team.
· Used JIRA or similar tools to track issues, manage project tasks, and ensure timely delivery of data engineering projects.             
Environment: AWS EMR, PySpark, Hive, Sqoop, Kafka, HBase, Scala, Redshift, Step Functions, Hadoop, Spark, Hive, Informatica, DynamoDB, Lambda, EMR, IAM, S3, RDS, EBS, ELB (Elastic Load Balancer), VPC, Scala, Snowflake, Python, Airflow, Oozie, Tableau, Athena, Jenkins, JIRA.


Client: USAA, San Antonio, TX					                             Feb 2019 - Dec 2020
Role: Data Engineer

Responsibilities:
· Worked on Azure PaaS components like Azure Data Factory, Databricks, Azure Data Lake, and Azure Event Hubs to build scalable data pipelines for enterprise applications.
· Led the migration of on-premise data from SQL Server and Oracle to Azure Data Lake Storage (ADLS), enabling centralized cloud-based data storage and analysis.
· Developed PySpark scripts in Azure Databricks for performing data transformations, data cleansing, and aggregations, ensuring data quality and consistency.
· Configured Azure Stream Analytics and Event Hubs for real-time processing of financial transactions, enabling real-time fraud detection and risk analysis.
· Used Azure Purview for setting up data governance and lineage, ensuring compliance with SOX and PCI-DSS standards.
· Created Power BI dashboards for business users, connected to Azure Synapse Analytics, enabling real-time insights into financial and operational metrics.
· Orchestrated complex workflows using Azure Data Factory and Apache Airflow, automating data pipelines from data ingestion to transformation and loading into Azure Synapse.
Environment: Azure Data Factory, Databricks, Azure Synapse Analytics, ADLS, Power BI, PySpark, Azure Purview, Azure Event Hubs, Apache Airflow.



Client: Kinder Morgan Energy Partners		                              		 Oct 2017 - Dec 2018
Role: Data Engineer

Responsibilities:
· Created end to end Spark applications to perform various data cleansing, validation, transformation and summarization activities on user behavioral data.
· Used Spark SQL and data frame API extensively to build spark applications.
· Developed a scalable distributed data solution using Hadoop on a 40-node cluster using AWS cloud to run analysis on 30 Terabytes of customer usage data.
· Worked extensively on building Hadoop Clusters.
· Expertise in Inbound and Outbound (importing/exporting) data form/to traditional RDBMS using Apache SQOOP.
· Developed multiple Extract, Transform and load functionalities with Pentaho Data Integration tool.
· Tableau visualization experience for Data analytics and data visualization.
· Leveraged the Confluent Kafka platform to enhance data streaming capabilities, incorporating features like schema registry and connectors for seamless integration with various data sources.
· Implemented Confluent Connect to efficiently ingest and export data between Kafka and external systems, enabling real-time data synchronization and processing.
· Used Confluent Control Center for monitoring Kafka cluster performance and health, optimizing resource allocation and ensuring high availability.
· Implemented CI/CD pipelines for building and deploying projects in the Hadoop environment.
· Utilized JIRA for issue and project workflow management.
· Utilized PySpark and Spark SQL for faster testing and processing of data in Spark.
· Used Spark Streaming to process streaming data in batches for efficient batch processing.
· Leveraged Zookeeper to coordinate, synchronize, and serialize servers within clusters.
· Utilized the Oozie workflow engine for job scheduling in Hadoop.
· Utilized PySpark in SparkSQL for data analysis and processing.
· Used Git as a version control tool to maintain the code repository.
· Provided production support for Hadoop-based ETL workflows, monitoring job performance, troubleshooting failures, and ensuring timely data delivery for reporting and analytics.
Environment: Hadoop, HDFS, NiFi, Hive, Sqoop, Kafka, SQL,Spark, Shell Scripting, HBase, Scala, Python, Kerberos, Maven, Ambari, Hortonworks, MySQL, Pentaho ETL.




iOPEX Technologies, India				                 		    	    Aug 2015 - Jul 2017
ETL Developer

Responsibilities:
· Worked on a logistics application as a ETL developer to build end to end data pipelines to feed applications.
· Developed multiple Extract, Transform and load functionalities with Pentaho Data Integration tool.
· Tableau visualization experience for Data analytics and data visualization
· Designed and implemented UNIX Shell Scripts for automating ETL processes, file management, and system administration tasks.
· Performed maintenance, monitoring, deployments, and upgrades across infrastructure that supports all our ETL pipelines.
· Utilized PL/SQL for writing stored procedures, functions, and triggers to perform data manipulation and transformation tasks within the Oracle database.
· Monitored performance and optimized SQL queries for maximum efficiency.
· Supported in setting up QA environment and updating configurations.
· Built and maintained robust ETL pipelines for batch and real-time data processing, ensuring the accurate and timely delivery of data to support business intelligence and analytics.
· Ensured data quality by developing and automating validation checks, handling errors, and monitoring data integrity throughout the ETL lifecycle.
· Documented data warehouse designs, ETL processes, and technical specifications, facilitating knowledge sharing and collaboration among team members.
Environment: SQL, PL/SQL, Oracle 9i, UNIX Shell Scripts, PostgreSQL, Pentaho.
